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Two-site small polaron quantum states: Optimization of the dressing fraction
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A modified Lang-Firsov transformation is used to study the exciton-phonon interaction in a two-site system
embedded in a one-dimensional lattice. It describes an exciton partially dressed by a virtual phonon cloud and
depends on a single variational parameter, the so-called dressing fraction, whose optimization is achieved by
using both the standard Bogoliubov inequality and its improved version defined by Decoster [J. Phys. A 37,
9051 (2004)]. The optimization procedure is applied to build a phase diagram in the parameter space which
defines the different states of the exciton depending on the adiabaticity, the coupling strength, and the tem-
perature. It is shown that the two Bogoliubov inequalities yield different variational principles that give rise to
two optimal dressing fractions. Special attention is thus paid to characterize their differences in the nonadia-
batic limit, where the exciton evolves continuously from a partially dressed state in the weak-coupling limit to
a fully dressed state in the strong-coupling limit, and in the adiabatic limit where a self-trapped transition takes

place.
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I. INTRODUCTION

Charge and energy transfers between atomic subunits in
large molecules and crystals play a key role in understanding
various phenomena in both physics, chemistry, and biology.!
Examples among many are Frenkel excitons in photosyn-
thetic antenna,”* allowing the conversion of solar energy
into chemical energy, and vibrons in « helices expected to be
at the origin of the transduction of the chemical energy into
mechanical work in proteins.>~!!

Among the different models introduced to study energy
transfer, a special attention has been paid to characterize the
dynamics provided by a Frohlich-type (or a Holstein-type)
Hamiltonian.'>'3 Such an Hamiltonian gives a general de-
scription of the transport of a particle (called an exciton in
the following text) coupled with the vibrations of the host
medium, which correspond either to acoustical (Frohlich
model) or optical (Holstein model) phonons.

Although this Hamiltonian cannot be solved exactly, it
exhibits two asymptotic solutions depending on the values
taken by the relevant parameters of the model, i.e., the exci-
ton bandwidth ®, the phonon cutoff frequency ()., and the
small polaron binding energy E proportional to the strength
of the exciton-phonon coupling. In the adiabatic limit (P
>(),), the phonons behave in a classical way and create a
quasistatic potential well responsible for the trapping of the
exciton. Dressed by this lattice distortion, the exciton forms a
large polaron whose description contains well-known nonlin-
earities that arise from either stationary or time-dependent
semiclassical variational methods (see, for instance, Ref. 7).
By contrast, in the nonadiabatic limit (® <(},), the quantum
nature of the phonons plays a crucial role. The exciton is
dressed by a virtual cloud of phonons which yields a lattice
distortion essentially located on a single site and which in-
stantaneously follows the exciton. The exciton dressed by the
virtual phonon cloud forms a small polaron whose properties
are described by performing the so-called Lang-Firsov (LF)
(see Ref. 14) transformation. However, this transformation is
not exact and the remaining polaron-phonon coupling is usu-
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ally addressed by applying a perturbation theory.®!5-20

To improve the description of the exciton-phonon system,
different strategies have been elaborated during the last four
decades. Citing all these works is clearly outside the scope of
the present paper and we shall restrict our attention on spe-
cific approaches involving the concept of partial dressing. To
reach the partially dressed exciton point of view, the main
idea is to perform a modified Lang-Firsov (MLF) transfor-
mation. This transformation depends on variational param-
eters that define the so-called dressing fraction. It refers to a
partially dressed exciton instead of the fully dressed picture
that emerges from the LF transformation. In that context, at
zero temperature, the dressing fraction is determined by
minimizing the system ground-state energy (see, for in-
stance, Refs. 21-24 and the references inside). To interpolate
between the two asymptotic solutions of the Frohlich Hamil-
tonian, Brown, Ivic, and coworkers introduced a unified
theory whose starting point was also based on the MLF
transformation.”>-2® In the partially dressed point of view, a
trial quantum state is introduced in analogy with the D,
Davydov’s ansatz.® Combining time-dependent variational
principles and an average over the phonon degrees of free-
dom, the dressing fraction is finally optimized by minimizing
the system ground-state energy. Based on thermodynamics
arguments, a slightly different approach has been developed
to extract the temperature dependence of the dressing frac-
tion (see, for instance, Refs. 29-32). This method, which
works quite well in the nonadiabatic limit, still involves the
MLF transformation. Nevertheless, the optimization step
does no longer refer to the system ground-state properties but
it is based on the free-energy concept. Indeed, combining the
first-order thermodynamical perturbation expansion with
both the Jensen inequality for convex functions®® and the
Peierls theorem3*3 results in an exact upper bound for the
system free energy. This feature, known as the Bogoliubov
inequality,® allows to introduce a trial free energy that de-
pends on the variational parameters and whose minimization
yields the optimal dressing fraction.

In the present paper, this latter optimization procedure is
revisited by using the so-called “second quantum Bogoliu-
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bov inequality” defined by Decoster.>’ In this recent paper,
Decoster generalized the Jensen theorem for the exponential
function and considered high-order perturbation expansion.
Consequently, a new inequality has been established, stron-
ger than the original one, which provides an upper bound for
the system free energy lower than the upper bound given by
the original Bogoliubov inequality. Therefore, the fundamen-
tal question arises whether the improved Bogoliubov in-
equality modifies the concept of partial dressing. To answer
that question, we consider a quantum dimer describing a
single exciton delocalized between two nearest-neighbor
sites embedded in a lattice. Although this model is rather
unrealistic to describe energy transfer, it provides a simple
approach to understand clearly the modification of the dress-
ing mechanism. A more realistic model will be presented in
forthcoming papers where both size effects and exciton
propagation over a lager site number will be discussed.

The paper is organized as follows. In Sec. II, the system
Hamiltonian is described and the MLF transformation is de-
fined in terms of the unknown dressing fraction. In Sec. III,
the first and the second Bogoliubov inequalities are used to
introduce trial free energies that depend on the dressing frac-
tion. Their minimization is performed in Sec. IV to define the
optimal dressing fraction whose behavior is analyzed in great
details.

II. DESCRIPTION OF THE SYSTEM
A. Model and Hamiltonians

Let us consider a one-dimensional (1D) lattice with fixed
boundary conditions and containing N sites x=1,...,N. In
this lattice, an exciton is able to delocalize between two
neighboring sites x; and x,=x;+1. Note that in the present
paper we consider the situation of large N values for which
x; is about N/2. Let |i) denote the quantum state occupied by
the exciton located on the x;th site. The exciton Hamiltonian
H, is thus expressed as

H,= 2 woliXi + ®[|1)2] + [2X1

i=1,2

1. (1)

where w, is the energy of the state |i) and where @ is the
hopping constant.

The dimer interacts with the acoustical phonons of the
lattice whose Hamiltonian is written as

N 2 N-1
Py w 2 w 2 2
Hp=§ ot z E(u“l —u)"+ 3(”1 +uy).  (2)

In Eq. (2), M is the mass of each site whose external dis-
placement and momentum are u, and p,, respectively, and W
is the lateral force constant between nearest-neighbor sites.
Due to the fixed boundary conditions, a stationary regime
takes place and the phonon eigenstates correspond to N nor-
mal modes with quantized wave vectors g,=pm/L, with p
=1,...,N and L=N+1. The corresponding frequencies are
Q,=Q,sin(p7/2L), where Q.=VAW/M. Within this
normal-mode representation, the phonon Hamiltonian is re-

written in terms of the standard phonon operators a; and a,

as Hp=211y=lﬂp(a;ap+ 1/2).
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The exciton-phonon interaction is given by the potential
deformation model in which the lattice dynamics gives rise
to random fluctuations of each dimer site energy. Within the
normal-mode decomposition of the phonon field, the corre-
sponding Hamiltonian is written as

AH,,= 2 A, (a +a,)iXi
Pl

: 3)

where A, ; is expressed in terms of the small polaron binding
energy Ep as

[EgQ, .
A,i=2 BL s1n(qp/2)”zcos(qp/Z)cos(qpx,-). 4)

The exciton-phonon dynamics is thus described by the full
Hamiltonian H=H,+H,+AH,),.

B. Partially dressed exciton point of view

To reach the partially dressed exciton point of view, a
two-step procedure is applied. First, we define the MLF
transformation in terms of the dressing fraction 7, as

A
U(7) = exp| 7 ;;ﬂ(a;—a,,)wil : (5)
)2 P

Equation (5) is a simplified version of a more general trans-
formation that involves a set of p-dependent variational pa-
rameters 7,. We thus assume 7,=7,Vp, which strongly
simplifies the optimization procedure and gives qualitatively
the same results as p-dependent methods.?

From Eq. (5), the transformed Hamiltonian ﬁ( 7)
=U(n)HU'(7) is expressed as

H(n) = 3 ao(m)ixi] + P[O070,]1)(2] + H.c]

+ 2 (1= A, (a) +a,)|i)i| + H,, (6)
i
where H.c. denotes the Hermitian conjugate. In Eq. (6),
@o(n)=wy—17(2—1n)€g, where €z=Ep(1-2/L), and ©;
=(i|U"(#)|i) denotes the dressing operator.

The next step of the procedure consists in expressing
H( 77) as the sum of three separated contributions, i.e., H( 7)
=H,,(n)+H,+AH(7). To proceed, an average (...), over
the phonon degrees of freedom in thermal equilibrium at
temperature 7 is performed. The polaron Hamiltonian

H,,(n)=(H(7)-H,), is thus defined as

Hyo(m) = 25 do(mlidil + DI + 211 (D)

In Eq. (7), <13(17)=<I>(®T®2)p=<1> exp[—72S(T)] involves the
coupling constant S(7) defined as
8Ey

SM=1q

> sin(g,/2)cosX(q,/2)sin*(q,%)f,,  (8)
P

where X=(x;+x,)/2 and f,=coth(BQ,/2) (B=1/kgT with kg
is the Boltzmann constant). Finally, the polaron-phonon in-
teraction AH(7) is written as
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AH(7) =[©0]0, - D(7)]|1)(2| + H.c.
+ 2 (1 - ﬂ)Ap,i(a; + ap)|l><l| . (9)

pi

At this step, Eq. (7) allows us to express the different
operators in the polaronic eigenstate basis. These eigenstates
are delocalized over the two sites of the dimer. They corre-
spond to a symmetric and an antlsymmetrlc superimposition
of the local states, as | +)=(]1) = |2))/12. The corresponding

eigenenergies are defined as w-(7)=ad( )t@(n). Within
this representation, the coupling AH(7) is defined as

Aw+V dw- 956V
AH(W)=<5w+5V Aw—V) (10)
where
Aw(n) = E A (a +a,),
dw(n) = 1_77]2 6A,,(a; +ay),
p
D
Vm)= AT +T" =2 expl= 7S]},
b
V() =TT, (11)

with A,=A,,+4,, 8A,=A,1=A,5, and 7:@{@)2. .
From this point of view, H,,,(7) describes the dynamics of

an exciton partially dressed by a lattice distortion. Its delo-

calization between the two sites of the dimer is characterized

by the effective hopping constant (13(7;) which is smaller than
the bare constant ®. Moreover, the dressing yields a redshift
of each site energy. Because the MLF transformation is not
exact, a polaron-phonon coupling remains and two contribu-
tions occur. First, due to the incomplete nature of the trans-
formation, random fluctuations of each site energy still con-
tribute to the interaction. Then, the phonon dynamics yields a
modulation of the hopping term through the dressing-
operator fluctuations. Consequently, the question arises how
to choose the dressing fraction 7, which still remains un-
known. This is a fundamental question since, depending on
the relevant parameters of the model, the answer allows us to
formulate the best strategy to study the exciton-phonon dy-
namics and treat the remaining coupling. Therefore, in the
next section, thermodynamics arguments will be invoked to
optimize the dressing fraction according to both the standard
Bogoliubov theorem and its improved version.

III. UPPER BOUNDS OF THE FREE ENERGY
A. First Bogoliubov inequality

In this section, the optimal 7 value is determined accord-
ing to the standard Bogoliubov theorem. To proceed, we as-
sume that the exciton-phonon system is in thermal equilib-
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rium at temperature 7. Its statistical state is described by the
canonical density matrix, so that the corresponding free en-
ergy is defined as F=—kzT In{Tr{exp(—BH)]}. As an observ-
able, the free energy is independent on the point of view and
it can be expressed in terms of the transformed Hamiltonian
as

F=—kgT In[Triexp[- BH(n) ]}, (12)

where F remains 7 independent.

At this step, let us define H(5)=H,(7)+AH(7), where
Hy(n)=H,,(7)+H, is the unperturbed Hamiltonian. We thus
denote (...), the average according to the canonical density
matrix associated to Hy(7). As a result, the Bogoliubov theo-
rem states that the exact free energy of the exciton-phonon
system exhibits an upper bound defined as

F = Fo(n) +(AH(7))o, (13)

where Fy(7)=—kgT In[Tr{exp[-BH(7)]}]. The Bogoliubov
theorem provides a variational principle to define the optimal
dressing fraction as the 7 value, which minimizes the right-
hand side of Eq. (13). Since (AH),=0, the knowledge of
both the polaronic eigenstates and the phonon properties al-
low us to determine Fy(7) easily. Therefore, disregarding
terms 7 independent, it is straightforward to show that the
optimization step requires the minimization of the following
trial free energy:

Fo(7) = &(7) — ksT In[cosh(BD(7))]. (14)

Equation (14) defines the mean-field (MF) model free en-
ergy whose minimization yields the optimal dressing fraction
n0- It is given by the transcendental equation written as

-1

SESD, it ) (15)

n=11+
€p

At zero temperature, Eq. (15) reduces to the equation that
optimizes the dressing fraction according to the ground-state
minimization procedure introduced by Brown and Ivic [see
Eq. (4.17) in Ref. 25 with the corresponding B(T) — ®S(T
=0)/ €g]. By contrast, when the temperature exceeds the ex-
citon bandwidth, Eq. (15) reduces to #y=1/[1

+ Bflgz(n)S(T)/eB]. We thus recover the result obtained by
Brown and Ivic but with the corresponding S(7)— 2S(T) and
B(T)— ®*BS(T)/ €.

B. Second Bogoliubov inequality

Decoster recently improved the standard Bogoliubov pro-
cedure and obtained a series of exact upper bounds for a
system free energy by combining high-order perturbation
theory with a generalization of the Jensen inequality for the
convex exponential function.’” In this paper, we consider the
upper bound that arises from a third-order perturbation ex-
pansion. It is defined by the second Bogoluibov inequality, as
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2
F = Fo(n) +(AH(n9))o - éln[l + %e‘ﬁvs/%z] )

(16)
Given that (AH)(=0, v,(7) and v;(7) are expressed as
va(7) =(AH(7)*)0,

v3(m) =(AH(9)* + AH(9)[Ho(n). AH(p) D)o  (17)

Disregarding terms independent of 7, Eq. (16) yields a
variational principle to optimize the dressing fraction by
minimizing the following trial free energy:

B2 g
Fy(7)=Fy(n) = kgT In 1+T€ Fosuz | (18)

Equation (18) defines the corrected mean-field (CMF) model
free energy whose minimum is reached for the optimal dress-
ing fraction 7.

After performing fastidious but straightforward calcula-
tions, Egs. (10) and (11) have been used to determine v,(7)
and v3(7). To proceed, a thermal average over the phonon
degrees of freedom has been done with the help of the for-
mula listed in the Appendix. One finally obtains

va(7) = DX(1 - e7279) = (1 - 9 Ey tanh(BD)

Y
" %; [A2+ 5A[2,]coth<%2) (19)

and
/P 2 —20Ps
v3(n) = TQC Eg+ nEg®1-3(1 - n)e™77]
+2& tanh(BD) D1 - e7275]

+ %O —~ 7)(1-39)d tanh(BH) aA;coth(%)
P

- %772(1 - 7’ E;d tanh(B), (20)

where the 7 dependence of CIA>(7]) has been omitted to sim-
plify the notation.

Equations (14) and (18) are the main results of the present
paper. They define trial free energies Fy(#) and F,(7) whose
minimization yields the optimal dressing fractions 7, and 7,
respectively. In the next section, the minimization procedure
is performed numerically and special attention is paid to
characterize the behavior of both 7, and 7, depending on the
temperature and the relevant parameters of the model.

IV. NUMERICAL RESULTS AND DISCUSSION

To study the optimal dressing fraction, reduced param-
eters are introduced. First, let B=2®/(), denote the adiaba-
ticity which measures the ratio between the exciton velocity
and the phonon velocity. Then, one defines the parameter
C=Ejg/ ), as the strength of the exciton-phonon interaction.
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FIG. 1. Free energies Fy(7)/Ep (circles), AF(7)/Eg (squares),
and F(n)/Eg (triangles) for B=0.2, #=0.5 (open symbols), and 6
=2.0 (full symbols). (a) C=0.0312, (b) C=0.3465, and (c) C
=1.3862.

Finally, let 6=kgT/(), be the reduced temperature. Note that
the lattice size is fixed to L=52 and x;=L/2.

In that context, we first focus our attention on the behav-
ior of the optimal dressing fraction in the nonadiabatic limit,
i.e., for small B values. Such a situation occurs in several
physical problems and an example among many is given by
the vibron-phonon dynamics in « helices. In that case, B
ranges between 0.1 and 0.3 whereas an uncertainty on the
coupling remains, so that C can be viewed as a free
parameter.>

The 7 dependence of Fy(7), Fi(7), and AF(5)=F(n)
—Fy(7) is illustrated in Fig. 1 for B=0.2 and 6=0.5 (open
symbols), and #=2.0 (full symbols). Whatever C and 6 be,
Fig. 1 shows that F (%) is a slowly varying function of the
dressing fraction. It is less sensitive to 7 than Fy(7) which
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FIG. 2. (Color online) Optimal dressing fraction (a) 7, and (b)
7, for B=0.2 and for different values of the reduced temperature.

exhibits a rather important # dependence. This effect is par-
ticularly pronounced for small C values and at high tempera-
ture. To measure this effect, let 6F;=F,(0)—F( ;) denote the
difference between the maximum and the minimum of F,(7).
In the weak-coupling limit [Fig. 1(a)], 6F,/Ez=0.925 is al-
most temperature independent. By contrast, oF/Ep is more
than one order of magnitude smaller and it decreases with
the temperature. It is equal to 0.097 for #=0.5 and reduces to
0.012 for #=2.0. Figures 1(b) and 1(c) reveal that 6F,/Ep
=~().945 is almost # and C independent. In a marked contrast,
OF |/ Ep increases with C and decreases with 6.
Nevertheless, Fig. 1 shows that AF(#) strongly depends
on 7. It takes a significant negative value for small 7 values
but it increases and finally almost vanishes when 7 reaches
unity. Such a behavior is fundamental because in the nona-
diabatic limit, the optimal dressing fraction is close to unity
within both the MF and the CMF model (see Fig. 2). Con-
sequently, although Fy(7) varies significantly with 7, its
minimum is close to the minimum of F,(7). To illustrate this
feature, let AF,=Fy(7,)—F(7n;) denote the difference be-
tween the minimum of the two trial free energies. In the
weak-coupling limit [Fig. 1(a)], AF,/Eg is about 0.031 what-
ever 0 be. By contrast, as displayed in Figs. 1(b) and 1(c),
AF,/Ep decreases with both C and 6. For instance, for C
=1.38, it varies from 0.003 for #=0.5 to 0.001 for 6=2.0.
The C dependence of 7, and 7, is illustrated in Fig. 2 for
B=0.2. Within the MF model, 7,(C) is a slowly varying
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TABLE 1. Parameters for the multiexponential fit of the free-
energy difference (8F/Eg) X 10*,

6 a b c d g h
0.5 3.466 7440  3.434 7.440  2.151 2.402
1.0  2.067 12.717  0.456 2203 0.031 0.749
20 0.077  36.022  0.491 21.715  0.092 1.516

function of the coupling strength C [Fig. 2(a)]. It increases
with C to rapidly converge to unity. This behavior is well
described by the exponential increase 17,(C)=~1+[17,
—1]exp(-yC) where both 7, and vy depend on the tempera-
ture. At low temperature 7,~0.918(#<0.05) but it slightly
increases with the temperature to finally reach 0.959 at high
temperature. By contrast, y scales as y=0.52+7.366, indi-
cating that the higher the temperature, the faster the conver-
gence of 7y(C).

As shown in [Fig. 2(b)], 7,(C) behaves as 7,(C) at very
low temperature only. When 6<0.05, 7,(C=0) is about
0.918 and when the coupling is turned on, 7,(C) converges
to unity, according to an exponential increase. However, at
higher temperature, a different behavior takes place. First,
7,(C=0) decreases with the temperature to finally converge
to 0.898. Then, when C is turned on, 7,(C) still increases
with C to reach unity, but it no longer follows the exponen-
tial law. A slowing down in its increase occurs so that all the
curves tend to coincide whatever be the temperature. It is, as
if, 7,(C) was unable to penetrate a forbidden region. This
slowing-down effect is clearly evidenced at high tempera-
ture. For instance, when #=1, 1.5, and 2.0, #,(C) first in-
creases according to an exponential law until C reaches typi-
cally 0.3. Then, the three curves behave similarly and
develop almost the same C dependence. The main conse-
quence is that the convergence of 7,(C) is slower than the
convergence of 7,(C) at high temperature. Therefore, 7, is
always smaller than 7, indicating that the CMF model favors
a less-efficient dressing than the MF model. Nevertheless, in
the nonadiabatic limit, the difference between the two opti-
mal dressing fractions remains rather small.

At this step, the C dependence of SF=F,(1)—F(7,) has
been studied for different temperature to obtain information
about the free-energy difference between the fully dressed
point of view and the partially dressed point of view. Our
study reveals that 6F/Ep is a very small parameter which
decreases with the temperature. It is smaller than 10~ at low
temperature (#=0.5) and this upper bound reaches 107 at
high temperature (#=2). The behavior of 8F/Ey is well de-
scribed by a multiexponential decay defined as

SF/Eg=a exp(- bC) + ¢ exp(- dC) + g exp(- hC),
21)

where the different parameters are listed in Table I. Since C
is proportional to Ez, Eq. (21) shows that F tends to zero
when C vanishes. Then, as C increases, SF increases (OF
o C for small C values) until it reaches a maximum value.
This maximum is equal to 2.9 X 1074E,, 7.5 X 107Ey, and
3.6 X 10‘6EB when #=0.5, 1, and 2, respectively. Its succes-
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FIG. 3. (Color online) Optimal dressing fraction (a) 7, and (b)
7 for 6=1.0 and for different B values.

sively occurs for C=0.19, 0.13, and 0.62. Finally, for larger
C values, OF decreases by exhibiting a behavior dominated
by an exponential decay. These results clearly suggest that
within the nonadiabatic limit, the full-dressing approach
works quite well provided the exciton-phonon coupling is
accounted according to, at least, a third-order perturbation
theory.

The influence of the adiabaticity on the optimal dressing
fraction is illustrated in Fig. 3 for #=1.0. When B increases
from the nonadiabatic limit, i.e., for B=0.5 and 1.0, the op-
timal dressing fraction still remains a continuous slowly
varying function of the coupling that finally converges to
unity. However, the influence of the adiabaticity is twofold.
First, in the weak-coupling limit, both 7, and 7, are decay-
ing functions of B which indicates that the adiabaticity re-
duces the dressing. Then, the larger the adiabaticity, the
longer the convergence of the optimal dressing fraction when
C increases. This feature is more pronounced within the
CMF model and [Fig. 3(b)] reveals that z, converges very
slowly for both B=0.5 and B=1.0. Note that, as in the nona-
diabatic limit, 7, is always smaller than 7, for a fixed set of
the parameters B, C, and 6.

A fully different behavior takes place for larger B values.
Indeed, when B=1.5, 7,(C) exhibits a discontinuity for a
critical value of the coupling equal to C*(B=1.5)=0.323 and
it realizes a jump from 0.435 to 0.746. In fact, around the
discontinuity, the trial free energy F,(7) shows a double well
indicating the occurrence of two minima and one maximum.
When C<C*(B), the absolute minimum takes place for a
small 7 value whereas it occurs for a large # value when
C>C*(B). Consequently, an unstable state is reached at the
critical point, i.e., for C=C*(B), since the two minima of the
trial free energy become equal. As displayed in [Fig. 3(b)], a
discontinuity is observed for B=2 and B=2.5 for C*(B=2)
=0.432 and C*(B=2.5)=0.569, respectively.

As shown in [Fig. 3(a)], similar features characterize
70(C). Nevertheless, the discontinuity in 7,(C) does not take
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FIG. 4. (Color online) Dressing factor (a) exp(—nSS) and (b)
exp(— 7/%5) for 6=1.0 and for different B values.

place for the same set of parameters. For instance, no insta-
bility is observed for B=1.5 and the curve remains continu-
ous. A discontinuity appears for both B=2.0 and B=2.5, and
it occurs for C*(B=2)=0.608 and C*(B=2.5)=0.823, respec-
tively. Moreover, for a given B value, 7, is always greater
than 7, before and after the discontinuity. For instance, for
B=2.0, n, realizes a jump between 0.313 and 0.958 whereas
7, performs a jump between 0.257 and 0.851.

The discontinuity of the dressing fraction for a sufficiently
large adiabaticity is a well-known effect which has been de-
scribed in details in previous papers (see, for instance, Refs.
25 and 29, and the references inside). As illustrated in Fig. 4,
which represents the C dependence of the ratio between the
optimal-effective hopping constant ®(7;) and the bare hop-
ping constant ®, this effect characterizes the so-called self-
trapped transition which discriminates between two states for
the exciton. When C<C*(B), the exciton is weakly dressed
and it almost refers to a bare exciton whose effective hop-
ping constant is close to ®. By contrast, when C> C*(B), the
exciton is almost fully dressed. It is characterized by a very
small effective hopping constant which reveals its strong
self-localized nature. In other words, the exciton is almost
trapped in a local state due to the dressing.

The key point in the present approach is that the CMF
model softens the transition when compared with the stan-
dard MF approach. The origin of this softening is twofold.
First, for a fixed B value, the CMF critical coupling C*(B) is
always smaller than the MF one. Therefore, the CMF transi-
tion occurs for a smaller value of the coupling constant S
[see Eq. (8)]. Then, as mentioned previously, 7, is always
smaller than 7, around their corresponding discontinuity.
The main consequence is that, just before and just after the

transition, ®(7,) is always larger than ®(77,). In other words,
in the almost bare state, the CMF model softens the dressing
effect whereas in the self-trapped state, it reduces the local-

ized nature of the exciton. For instance, for B=2.5, <f)(n1)
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FIG. 5. Phase diagram in the parameter space for 6=0.5.
Squares define the MF critical curve whereas circles refer to the
CMF critical curve. Full symbols denote the critical points.

varies between 0.927® and 0.176® at the transition. By con-

trast, the MF model yields a jump in ®(,) from 0.852% to
0.036®.

As shown in previous figures, a transition takes place
when the adiabaticity exceeds a critical value B* for a given
temperature. Therefore, simulations at different temperatures
have been carried out to extract the behavior of the so-called
critical curve which is illustrated in Fig. 5 for #=0.5. Circles
refer to the CMF model whereas squares characterize the MF
model. This critical curve defines a phase diagram in the
parameter space which discriminates between different states
of the exciton. It is characterized by the critical point, i.e.,
the beginning of the curve, whose coordinates are defined by
B* and C*=C*(B") (full symbols). When B<B*, no transi-
tion takes place so that the state of the exciton evolves con-
tinuously from a partially dressed state for weak C values to
a fully dressed state for strong C values. By contrast, when
B> B, a transition occurs and the critical curve discrimi-
nates between the almost bare state when C<<C*(B) and the
self-trapped state when C> C*(B).

Figure 5 reveals that the phase diagrams provided by both
the CMF model and the MF model are slightly different.
First, we have verified that the CMF critical curve is always
below the MF critical curve, whatever the temperature. Then,
the coordinates of the critical point also differ. For instance,
for 6=0.5, B*=1.435, and C*=0.598 for the CMF model
whereas the MF approach yields B*=1.702 and C*=0.895.
More precisely, the CMF critical curve follows a power law,
as

C*(B)-C"=K(B-B")*, (22)

where both K and « depend on 6. When 0<0<0.3, K is
typically about 0.5 whereas the exponent « is close to unity.
The critical curve clearly behaves as a line segment. At
higher temperature, the exponent « slightly increases to fi-
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° (@)

FIG. 6. Temperature dependence of the critical point (a) B* and
(b) C* for both the CMF model (full symbols) and the MF model
(open symbols).

nally converge around 1.3—1.4. By contrast, the parameter K
decreases with the temperature and it scales as K=0.24/6
when 6> 1.

Finally, the temperature dependence of the critical point is
displayed in Fig. 6. The behavior of the CMF critical point
strongly depends on the temperature and two regimes occur
(full circles). At high temperature (6>0.5), B*(6)=~1.40 is
almost temperature independent. By contrast, when 6<<0.5,
B*(#) suddenly increases when 6 decreases. It finally con-
verges to B*(0) =5.08 at zero temperature. Such temperature
dependence is well described by a Gaussian law defined as

B*(6) = B* (=) + [B*(0) — B*()]exp[- (6*/6)*]. (23)

where 6,~0.25. As shown in [Fig. 6(b)], the behavior of the
critical coupling is also dominated by two regimes depend-
ing on whether the temperature is high or low. At high tem-
perature, C*(6) decreases with the temperature and it scales
as C*(6)=0.31/6. By contrast, in the low-temperature limit,
a slowing down in the increase in C*(#) occurs when the
temperature decreases. The critical coupling does no longer
behave as 1/6, but it typically scales as C*(6)=C*(0)/[1
+(60/6,)]. 1t finally converges to a finite value of about
C*(0)=3.97 at zero temperature.

Similar features are observed for the 6 dependence of the
MF critical point (open circles). Indeed, at high temperature,
B*(6) = 1.48 whatever 6 is, whereas C*(6) follows the invert
law C*(6) =0.42/6. In the low-temperature limit, B*(6) in-
creases when 6 decreases and C*(6) does no longer follow
the invert law. In fact, Fig. 6 clearly shows that the MF
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critical point converges to the CMF critical point at zero
temperature. These results can be recovered with the help of
Eq. (15) whose solution yields the optimal 7 value within the
MF approach. Indeed, this equation is similar to the transcen-
dental equation introduced by Brown and Ivic to define the
optimal dressing fraction by minimizing the exciton ground-
state energy in an infinite lattice [see Eq. (4.17) in Ref. 25].
This equation yields a phase diagram in the parameter space
which describes a first-order phase transition whose critical
point is expressed in terms of the two parameters B*(T)
=1/2¢%? and S*(T)=27/8. In that context, at zero tempera-
ture, Eq. (15) reduces to that of Brown and Ivic’s with the
corresponding B(T) — ®S(T=0)/ ez and S(T=0)=37C/8. It
yields critical-point coordinates in a perfect agreement with
the observed features as

3 2
B*(0) = {(1 - z)g” ~5.08,

N 8lm

C*(0)= ” 3.97, (24)
where the L dependence originates from the definition of €5
[see Eq. (6)]. By contrast, when the temperature exceeds the
exciton bandwidth, we recover the result of Brown and Ivic,
but with the corresponding S(7)—2S(T) and B(T)
— ®2BS(T)/ €. Therefore, given that S(T)~4C# at high
temperature, Eq. (15) yields the critical-point coordinates as

/1 2
B*(6) = 5(1—Z)e3/231.47,

271 042

CO=5%~ "9

(25)
Equation (25) clearly reproduces the numerical results dis-
played in Fig. 6 for the MF model.

The similitudes between the behavior of both the CMF
critical point and the MF critical point, combined with the
analytical results given by Eq. (15), show that the tempera-
ture dependence of the critical point originates from the tem-
perature dependence of the population of the polaronic
eigenstates. Indeed, the population difference between the

polaronic eigenstates is defined as tanh[B®(7)] (see Eq.
(15)). When the temperature exceeds the exciton bandwidth,

this factor behaves as 613(77)/ kgT. Tt, thus, cancels the tem-
perature dependence of the term ®S(T)/egz and yields an
almost temperature-independent critical adiabaticity. By con-
trast, when the temperature decreases, the population differ-
ence tends to unity, indicating that only the ground state is
significantly populated at low temperature. Therefore, both
the CMF model and the MF model converge to the same
approach in which the optimal dressing fraction arises from
the ground-state properties.

To conclude this section, let us mention that the CMF
model is based on the equal dressing-fraction assumption.
The influence of the exciton-phonon coupling is thus cap-
tured in a single variational parameter 7 that defines the
MLF transformation (7,=%Vp). This parameter is opti-
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mized in accordance with the second Bogoliubov inequality
so that the CMF model provides a better characterization of
the polaron Hamiltonian than the standard MF model. Nev-
ertheless, other variational procedures have been elaborated
and the fundamental question arises whether the CMF model
is more accurate than these methods. In particular, we could
expect that variational methods involving a set of
p-dependent dressing fractions 7, yield better results than
the CMF model.

In a general way, the implementation of such methods is
very difficult because it requires the minimization of a trial
free energy with respect to a large number of variational
parameters. To overcome this difficulty, Ivic and coworkers
have recently introduced a variational method to study the
behavior of the effective tunneling frequency in a spin-boson
system.*? In this method, a judicious change of variables
allows the authors to define a set of p-dependent dressing
fractions 7, in terms of a single variational parameter a. This
change in variables results from an anticipation of the ex-
plicit form of the optimized 7, values obtained in accordance
with the standard Bogoliubov inequality.

In that context, we have applied the method of Ivic et al.
to our exciton-phonon Hamiltonian that slightly differs from
the spin-boson Hamiltonian. Therefore, a trial free energy
F,(a) is built by using the standard Bogoliubov theorem and
its minimization is performed to define the optimal value of

the effective hopping constant ®,. By comparing the mini-
mum of the CMF trial free energy F; and the minimum of
the trial free energy F,, we have observed that a critical
value of the coupling strength Cy(B,6) discriminates be-
tween two situations. When C<Cy(B, 6), the CMF model is
more accurate than the Ivic procedure since it yields an upper
bound for the exact system free energy, which is lower than
the upper bound given by the Ivic model. By contrast, the
reverse situation occurs when C> Cy(B, 6). The key point is
that the critical value Cy(B, 6) strongly depends on both B
and 6. To illustrate this feature, calculations have been car-
ried out for #=1.0. In the nonadiabatic limit, i.e., when B
=0.2, C, vanishes indicating that the Ivic model is more
accurate than the CMF model. However, both models yield
almost identical values for the free-energy upper bound pro-
vided that C is smaller than 0.01. Moreover, they lead to
similar optimal effective hopping constants whatever C is.
When B=0.5, the accuracy of the CMF model prevails pro-
vided that C is smaller than Cy=0.65. However, when C
> C,, both models still give rise to similar effective hopping

constants since [D(#,)—P,]/P, which is always smaller
than 3 X 1072, rapidly converges to zero as C increases. Such
a behavior is enhanced when B=1.0, since Cy=1.77. When

C>Cy, [P(,)-D,]/P remains smaller 10~ and it rapidly
vanishes as C increases. Finally, when B=1.5 and B=2.0, C,
reaches 2.80 and 3.67, respectively. In that case, the CMF
model clearly prevails over the Ivic model and it allows for a
complete description of the self-trapping transition.
Consequently, these results show that in the nonadiabatic
limit, the CMF model is more accurate than the Ivic model in
the weak-coupling limit only. However, as C increases, both
models yield similar optimal effective hopping constants. By
contrast, in the adiabatic limit, the CMF model is more ac-
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curate than the Ivic model over a wide range of coupling
strength. Nevertheless, these features depend on the tempera-
ture, and more detailed calculations will be performed in a
forthcoming paper to clearly define the domain of validity of
each model.

V. CONCLUSION

In the present paper, a MLF transformation has been used
to analyze the exciton-phonon interaction in a two-site sys-
tem embedded in a 1D lattice. Instead of the fully dressed
picture that emerges from the LF transformation, the MLF
transformation describes an exciton partially dressed by a
virtual phonon cloud. It depends on a single variational pa-
rameter, the so-called dressing fraction 7, whose optimiza-
tion has been achieved by using both the standard Bogoliu-
bov theorem (MF model) and its improved version defined
by Decoster (CMF model). The optimization procedure has
been used to define a phase diagram in the parameter space
which discriminates between the different states of the exci-
ton depending on the relevant parameters of the problem,
i.e., the adiabaticity B, the coupling strength C, and the re-
duced temperature 6. Similar to a first-order phase transition,
this diagram exhibits a critical curve whose beginning de-
fines the so-called critical point (B*,C™).

When B < B", no transition takes place so that the state of
the exciton evolves continuously from a partially dressed
state for weak C values to a fully dressed state for strong C
values. In the nonadiabatic limit (B<<1), it has been shown
that the CMF model gives rise to a better approximate to the
exact system free energy than the MF model. Nevertheless,
at low temperature, both the MF and the CMF models yield
similar optimal dressing fractions, labeled 7, and 7, which
are slowly varying functions of C. They are both close to
unity in the weak-coupling limit and increase with C to fi-
nally reach unit in the strong-coupling limit. As the tempera-
ture increases, 7, still behaves as before, but the higher the
temperature, the faster its convergence. By contrast, a slow-
ing down in the increase of 7, takes place which results in a
very slow convergence to unity in the strong-coupling limit
and yields 7, < n,.

When B> B*, a transition takes place. It is characterized
by the occurrence of a discontinuity in the optimal dressing
fraction when the coupling reaches a critical value C*(B).
When C<C*(B), the exciton is weakly dressed and it is
delocalized over the two sites of the dimer. By contrast,
when C>C*(B), the full dressing induces a localization of
the exciton which is self-trapped in a local state. It has been
shown that the corrections which arise in the CMF model
modify the properties of the transition. First, the CMF model
softens the transition when compared with the standard MF
approach. Indeed, within the CMF model, the localized na-
ture of the exciton is reduced in the self-trapped state
whereas the effective hopping constant is enhanced in the
almost delocalized bare state. Then, the CMF critical curve is
always below the MF critical curve indicating that for a
given B value, the CMF critical coupling is smaller than the
MF one. Finally, in the high-temperature limit, the CMF
critical adiabaticity equal to 1.40 is smaller than the MF one
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of about 1.48. However, as the temperature decreases, both
critical values increase to finally converge to the same value
at zero temperature. Such a behavior originates from the tem-
perature dependence of the population of the polaronic
eigenstates and, at very low temperature, both the CMF and
the MF models converge to the same approach in which the
optimal dressing fraction arises from the minimization of the
ground- state energy.

To conclude, let us mention that special attention will be
paid in forthcoming papers to address two fundamental ques-
tions. First, we have shown that the CMF model provides a
good estimate of the polaron Hamiltonian although it is
based on the assumption of an equal dressing for all phonon
modes. Nevertheless, additional studies are required to
clearly establish the domain of validity of such a model
when compared with other approaches, especially those in-
volving p-dependent dressing fractions as introduced in Ref.
40. Then, the present approach must be generalized to de-
scribe more realistic systems in which the exciton is able to
delocalize over a larger site number. In that case, the po-
laronic eigenstates do no longer refer to a two-level system
but define a continuous energy band. Therefore, the calcula-
tion of the ingredients that enter the present formalism will
be more difficult and we expect the occurrence of modified
Bessel function instead of the standard hyperbolic functions.
Moreover, the temperature will affect the behavior of the
critical curves in a different way, especially when it will be
about the exciton bandwidth.

APPENDIX: AVERAGES OVER THE PHONON DEGREES
OF FREEDOM

In this appendix, specific averages are evaluated to deter-
mine the parameters involved in the second Bogoliubov in-
equality. To proceed, let us first define the centered transla-
tion operator 7(a,,), whose average over the phonon degrees
of freedom vanishes, as

Tlay) = exp[E a,,(a;—a,»] —expl-Sl (AD)
P
where  S=1/23,a; coth(8,/2). Then, let V=[T(a,)
+7'(a,)]/2 and 6V=[T(a,)-T(a,)]/2 denote the Hermit-
ian part and the anti-Hermitian part of the translation opera-
tor, respectively. Finally, let Xp:a;+ap define the pth pho-
non coordinate. As shown in Eq. (11), the coupling
Hamiltonian AH(7) can be expressed in terms of the opera-
tors V, 8V, and X,. Consequently, to evaluate v,(7) and
vs(7m) [Eq. (17)], one needs the knowledge of the average
over the phonon degrees of freedom of specific contributions
involving the product between these different operators.

Disregarding vanishing terms, contributions involving the
product between two operators are defined as

(X, X,1), = 6,, coth(B€,/2),
W, =(1-e9)%2,

<5V2>,, =—(1-¢*2,
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(Xpé"V)p = ape“s,
(OVX,),=—a,e™®. (A2)

Similarly, terms involving the product between three opera-
tors are defined as

(X, X, V), = apap,e's,
VX, X)), = apap,e‘s,
XVXp)p == apap,e‘s,
VX, V), = a,(1 = ¢79),
(BVX, V), == a,(1-e7%),
(VoVX,), = ape_25(1 —e%%),

(6VVX,), = ape_zs(l - %),

PHYSICAL REVIEW B 79, 214304 (2009)
_ -28 -28
(X, V), == a,e (1 -e),

(X,00V), =~ a,,e_zs(l - e29). (A3)

Finally, third-order contributions involving either } or 8V are
written as

<V3>p — 6—8(1 _ e—4$)2/4 _ e—S(l _ 6_25)2,
(VﬁvZ)p =e5(1 — e *)%/4,
(V) = e™S(1 — e7*5)%4,

(8VVoV), = e 5(1 - e*9)%/4. (A4)

With the help of Egs. (A2)—(A4), Eq. (17) can be solved to
finally obtain Egs. (19) and (20).
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